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® THE HONG KONG

Reliable machine learning (I LAaverSIT oF SCience Ao

TECHNOLOGY (GUANGZHOU)

When applying Al to clinical medicine

WRITEN by AL,

A.T. MEDICAL DIAGNOSIS

T SoRRY,
BUT You BANE
A VIRVS. ..

LITERALLY!

Do you trust the Al medical diagnosis?

What makes you feel better

« Explanation

« Stability

« Confidence

ArT by Jhsor> BRUBAMER April, 5 2023 #10
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THE HONG KONG

Reliable machine learning () UniveesT o scence ano

TECHNOLOGY (GUANGZHOU)

Make ML reliable to humans

-- ExRAIL

What makes you feel better about Al prediction

Explainability Robustness Confidence

average loss: 0.1349807089097427
\

classified as classified as

Stop Sign Max Speed 100

50 100 150 200

What causes the prediction? Prediction stable to noise? Is the prediction confident?
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Reliable learning on graph

® THE HONG KONG

@'J‘ UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Graph learning pipeline

Message propagation and aggregation

Readout Downstream tasks

7 Node classification
— >‘< —> e — >< ) " . Link prediction

Community detection

Reliale learning on graph

Explainability

Robustness Confidence
b o
CD\ /C) Explain \/ CD\ /() Stable \ /()

ST ST o || R

> il
e ke
What edges and nodes Prediction stable to edge Is the prediction confident
causes the prediction? and node addition/deletion? given depedent nodes?
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Framework of reliable graph learning

@& THE HONG KONG
*W UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Discrete space
Multi-objective

Topology-aware

Game on graph
Topology constraint

Unknown attacker

Dependent
uncertainty

2024/12/1

S [CDM'19 p ICDM21a

= 5

ol © Scalability of . « Topological

© explanation search:  importance

% - Cycle handling - Multi-objective
ReE Multiple' explanation

@ explanations  User-study

A KDD'20 ICDM'21b

8 « Multple players  Siamese network
@+ Markov Game + Self-supervised
8 & RL « Constrained

0CC) » Nash equilibria optimization

) Survey NeurlPS'24c
O :

g « Graph uncertainty ;| « Uncertainty

o sources, i propagation

= representation, + Convergence &
8 handling. bias-var decomp.

Relibale Learning on Graphs

P ICLR23
« Dynamic graph

« Manifold of

explanation

explanations

.« Convex optimization

NeurlPS'24b

« Multiple attackers

and strategies

« attacking action only
.« Inverse RL :

P NeurlPS24a

Stable explanations
Ranking-based
robustness metric
Bounding for
optimization



THE HONG KONG

Table Of C ontent @ UNIVERSITY OF SCIENCE AND

TECHNOLOGY (GUANGZHOU)

« Dynamic graph explanation (ICLR'23)
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THE HONG KONG
UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Dynamic Graphs: background )

« Graph (G can be constantly changing on the node/edge/attribute levels.

Robotics: state estimation

Finance: fraud detection

Al4S: molecule design

bord bodbod
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* Predictions Pr(Y'|G;80) on (G changes too
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Dynamic Graphs: modeling

« How a parametric model
responses to graph
evolution?

» Node/edge changes are
insufficiently accurate.

» What if changes are
infinitesimal small?

Manifold: manifolds are smooth
mapping, and can reveal intrinsic
properties (e.g., distance) of the data.

After IsoMap
A 2N q{’f‘:*.ﬂ?:. ® wl -
-.,«V' ® ’.4"\}."..‘.'.'&,, S .
f’dﬁg"“;&'- \"'\ ‘~’
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/

Node classification:
with c classes
locally, Pr(Y'|G; 0)
isona(c-1)-dim
manifold

Relibale Learning on Graphs
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® THE HONG KONG

@'J‘ UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

o £ 0 P[00 00
"o

Time

Advantages:

Smooth manifold
Fillin the gap
Differentiable
Nonlinearity (via.
Fisher Information)



THE HONG KONG
UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Dynamic Graphs: modeling )

Information geometry provides a manifold of exponential family.
{Pr(Y|G) = softmax(z1,...,z2.) : z = logit(G),VG}

Gen. linear model softmax(z1,...,2.) N/A  softmax(z;(G*) +1'C;(Q))
VI x|V] m X c

A

Extrinsic dim C

Input Graph View Coordinate View

Computation Graph View

GO

G*

AG

G

2024/12/1 Relibale Learning on Graphs



Dynamic Graphs: modeling ([ UniveesT OF science avo

TECHNOLOGY (GUANGZHOU)

Properties

* The logits and therefore the log-probability is differentiable with respect to
the coordinate (path contributions). Define the Fisher Information Matrix

I(vec(C;(Gh))) = (vvec(C'J(Gl))ZJ(Gl))TEYwPr(Y|G1)[SZJ(Gl)S;rJ(Gl)](vvec(C’J(Gl))ZJ(Gl))
* The distance metric on the manifold is curved (non-Euclidean) and
adaptive to the local curvature.

vec(AC; (G, GO))TI(vec(CJ(Gl)))vec(ACJ(Gl, Go))

 Given Gy — G1, define a curve on the manifold %L/J

{Pr(Y|G(s)) : s € [0,1],Pr(Y|G(0)) = Pr(Y|Gy),Pr(Y|G(1)) = Pr(Y|G1)}

where Pr(Y|G(s)) is differentiable w.r.t. the time variable s € [0, 1]

2024/12/1 Relibale Learning on Graphs 11



® THE HONG KONG

Explanation evoluting graphs () UnIVERSITY OF SCIENCE AND

TECHNOLOGY (GUANGZHOU)

The distance between two distributions is Dk, (Pr(Y|G1)||Pr(Y|G(s)))

SEjnpr(vian) 17 (C5(G1) — C5(Go))] — log Z(G1) + log ) | exp{z;(G*) + 1" C,;(Go)}

=1

$ ’ — ‘E>Ej~Pr(Y|G1)[]—T(C:j (G1) — C.(Go))] —log Z(G1) + log Zexp{zj(G*) +17C,(G(s))}

J=1

Iél(lg)lDKL(Pr(Y|G1)||Pr(Y|G( 5)))

Computation Graph View -
K—(J—=)
Go — G(s)
; 0 Go — Gy | W@] ’
0 NG @—»@—»@

2024/12/1 Relibale Learning on Graphs 12



Explanation evoluting graphs

Verified on node classification,
link prediction, and graph
classification tasks.

8 graph datasets.

Metric: explanation
faithfulness (KL*) !

See the paper

A Differential Geometric View and
Explainability of GNN on Evolving
Graphs (ICLR 2023)

for more details.

2024/12/1

)

THE HONG KONG
UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Weibo (add edges) Pheme (add edges)
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Weibo (add and remove edges)

0.20 B e

Pheme (add and remove edges)

02 :>-<:<

0.15 +—— -~ DecpLIFT > Grad
+_| . +_| 8- AxiomPath-Convex ~ —@= GNN-LRP
< <01 —— AxiomPath-Topk GNNExp
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THE HONG KONG

Table Of Conte nt LTEJ- UNIVERSITY OF SCIENCE AND

TECHNOLOGY (GUANGZHOU)

« Robust graph explanation (NeurlPS'24a)

2024/12/1 Relibale Learning on Graphs 14



® THE HONG KONG

Robust explanation: motivation () UnIVERSITY OF SCIENCE AND

TECHNOLOGY (GUANGZHOU)

* Robustness of explanations: an explanation won’t change due to irrelevant perturbations.

Stability has to do with the extent to which a relationship holds across
diverse segments of the population (or across various circumstances).

-- Nadya Vasilyeva, Thomas Blanchard, Tania Lombrozo.
“Stable Causal Relationships Are Better Causal Relationships”.
Cognitive Science 42 (2018) 1265-1296

« A mental experiment about robustness/stability

High Low
Gene BRCA1 Mutation ~ > causes cancer
Which causal
relationship
e o do you trust?
Gene Gabrb1 Mutation Wi > causes alcoholism False

* Many empirical studies: stable relationship under different background is trusted more.

2024/12/1 Relibale Learning on Graphs 15



® THE HONG KONG
w UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Robust explanation: motivation

« Gradient-based explanation is sensitive to irrelevant perturbations?

Credit card approval Node classification

!

X X
Feature Value Feature Value
Age 25 Perturbed | Age 25
Gender Male — Gender Female
Education Bachelor Education Master
House Rental House Rental Perturbed
Deposits Below | Deposits | Below —
$5,000 $5,000 ()/ \O :¢ >:
Active cards | 3 Active cards | 3

f(x): Rejected

2024/12/1

f(x"): Rejected

Relibale Learning on Graphs

Prediction =
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THE HONG KONG

Robust explanation: existing work @UNNERSITYOF SCIENCE AND

TECHNOLOGY (GUANGZHOU)

« Gradient-based explanations are vulnerable.

high curvature

low curvature

Adversarial Regularization Weight decay  Soft-plus
Training

Prior work

mein E(w,y)ND [L((x,y);0) e

Technique +6 max &)

Weakness Distance/norms fail to measure explanation robustness

Features  g(x) g(x) 9" 9&™) - Distance/norm do not reflect ranking
Age 0.10 0.01 0.25 3.3 invariance.
Gender Ul 0.02 0.06 2.0 lg(x) = g (DI > 1g () = g ()]
Education 0.05 0.05 0.05 2.8 ) -
v « Distance/norm are sensitive to the
ouse 0.30 0.20 0.15 41.5 scale of the gradient.
Deposits
il fossl  [oes wEm (S 190 — 9] > g0 — g ()]
Active cards | 0.16 | | 0.09 | 0.16 | 10.3 |

2024/12/1

Relibale Learning on Graphs 17



® THE HONG KONG

Robust explanation: a novel metric (] LAIVERSITY OF SCience ano

TECHNOLOGY (GUANGZHOU)

Features g(x) 9&)  Definition: the distance between the importance scores
Age 0.10 0.01 of features i and j
Gender 0.06 0.02
Education || 0.05 0.05 h(x,i,j) = gi(x) — gj(x)
House 0.30 0.20
Deposits - - Example: deposits (i) is more indicative than Gender (j),
Active cards ‘ 0.16 ‘ 0.09 then h(x,i,j) >0

Focused on top k
important features

1 .
f h(x(t),i,j) dt > 0 Top-k Thickness
0

Invariant 1) the gap remains positive to perturbations

k n
Invariant 2) and the gap remains positive for all input O(k) = — Z z 0 (i, /)

k(n—k)
0G,j))=5E_, U h(x(t),i,j) dt]
0

1 i=1 j=k+1
2024/12/1 Relibale Learning on Graphs 18



Robust explanation: optimization

« Thickness is bounded by: g/laa; |tohc2uy

A, i) = [HiGO) = ()], <0G, )
< h(x,i,j) +€e(L; + L)),

where H;(x) is the i-th row of the Hessian matrix,

and L; = x,é%%’ée)ll']i(x’)lz-

Smooth
the curve

« R2ET: train a prediction model, while encouraging
a larger gap and smaller Hessian norm.
- i

n
mein Lo — ME, 2 h(x, 1, J) |+ AEx[H (%)),
J |

i

2024/12/1 Relibale Learning on Graphs

® THE HONG KONG
@'J‘ UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Same speed of gradient
0.01 Change to maintain

the positive gap

0.20
063

high curvature low curvature

19



Experiments

* Experimental results on image and graphs (with many features)

® THE HONG KONG
w UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Method || MNIST  CIFAR-10  ROCT | ADHD BP
H H H {31 »
Maintaining all "important” features #of features ||  28*28 32%#32  771*514 | 6555 3240
on the top is difficult when the Vanilla || 59.0/64.0 66.5/683 71.9/77.7 | 455/81.1  69.4/88.9
- - WD 50.1/64.8 64.2/656 71.2/689 | 47.6/79.4  69.4/88.6
explanation functions are not smooth. SP 62.9/66.9 672/71.9 73.9/69.5 | 425/813  68.7/90.1
Est-H 852/90.2 77.1/78.7 78.9/78.0%| 582/83.7 (7504914)*
- : Exact-H -1- -1- -1- -1- -/-
Intuition: the ranking changes a lot, SSR _/- -/- /- /- /-
- - AT 56.0/639 61.6/668 78.0/72.9 | 59.4/81.0  72.0/89.0
leading to many local optima.
R2ET\y |||82.8/89.7 67.3/722 79.4/709 | 60.7/86.8  70.9/89.5
R2ET-mm, y ||| 81.6/89.7 77.7/79.4" 7737602 | 64.2/88.8  72.4/91.0
R2ET 85.7/90.8 750/77.4 17937709 [71.67 /9137 71.5/89.9
R2ET-mm |||85.3/91.47 78.07/79.1 79.1/68.3 | 58.8/87.5 73.87 /911

2024/12/1

Optimizing Hessian-related terms
make ranking easier (smoother) to
find better optima.

Relibale Learning on Graphs
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Experiments

* Experimental results on tabular data (with fewer features)

THE HONG KONG

a
w UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

2024/12/1

Method || Adult Bank COMPAS
Minimizing Hessian norm may be harmful. #of features || 28 18 16
| Vanilla 87.6/87.7  83.0/94.0 84.2/99.7 |
. . . WD 91.7/91.8 82.4/85.9 87.7/99.4
An experimental observation: smaller SPp 974/975 954/955 9951 /100.0
i i i Est-H 87.1/872  78.4/818 82.6/97.7
HeSSIan norm more llkely to result n Exact-H 89.6/89.7 81.9/85.6 77.2196.0
smaller grad|ent magmtude (and gap). SSR 91.2/92.6  76.3/845 82.1/97.2
AT 68.4/914 80.0/88.4 84.2/90.5
R2ET\y ||97.5/97.7 100.0' /100.0" 91.0/99.2
Broadening gaps only is good enough. R2ET-mm\ y || 93.5/93.6 958/982  95.3/972
R2ET 92.1/92.7 80.4/90.5 92.0/99.9
R2ET-mm 87.8/87.9 75.1/85.4 82.1/98.4

Relibale Learning on Graphs
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® THE HONG KONG

Expe ri m e nts w UNIVERSITY OF SCIENCE AND

TECHNOLOGY (GUANGZHOU)

« Thickness pinpoints the fundamental metric for explanation robustness.

Why R2ET may not be the best? » Each dotis a sample data _
« x-axis: thickness (/eff) or hessian norm (right).
Adult dataset « y-axis: the number of iterations needed to
0 + . :
sp manipulate any ranking.
B 0.0 [ | *
= WD R2ET-mm\H
E_) oo * 5 1000 1000 | meme we qpe -.-.pm
= R2ET-mm X = 00 o, Q° oo o o"
i » SSR o 800 8001 & %, *=."" ° o
2 o0 Exact-H g ."’ % oo Yo o b
% :_'9 600 1 Correlat|0n 0 89 ‘:0‘ 000 1 o © ...::::..:0 o o
= A Vanilla E 400 .“:: s & .0 4001 ° ° ,..o:o..' o o
" . 2001 ;-". . . 2001 + .. Corrélation: 0.06
0.986 0+ . i . bl i ‘ i ° ® °
8s &7 o o % o7 0 0.90 0.92 0.94 0.96 0.98 1.00 0010 02 0.4 0608101214
Top-k intersection Thickness Hessian norm

Higher thickness leads to better robustness. Compared with Hessian norm, thickness shows

significantly closer relationship to explanation robustness.

R2ET does not have the highest thickness.

See Training for Stable Explanation for Free (NeurlPS 2024) for more details.
2024/12/1 Relibale Learning on Graphs 22



Ta b I e Of C 0 n te nt LTEB IJFI{FI\I/-iEORIS\II'(I';YKC?FNS%IENCE AND

TECHNOLOGY (GUANGZHOU)

« Learn about attackers on graph (NeurlPS'24b)

2024/12/1 Relibale Learning on Graphs 23



THE HONG KONG
UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Secure learning by learning the opponents @J

[HICHIE, B8R AHERMCS, —B—& AHE AHC, S840k, |
- (BFEE FHE)

Know yourself and your enemy, and you will be victorious in every battle.
--Sun Tzu's Art of War

The underlying strategy is a mixture and unknown to us Observable trajectory data

An X Rumor in the Social Graph

X

99 | Video shows “an entire block of
unfinished houses collapsed as

aresult of an earthquake in

Taiwan.”

Attack Styles
High Risk & Effect
2:10 AM - Apr 4, 2024 - 641K Views

Q125 122
Q 227 [ st

Attack Sequences

0-Q -~ SR exnc
'»9

/N

X posts

Peacemaker @
dicho el Abril 3,2024 en a post on X:

@peacemaket71

7,191 Following 19K Followers

5
\

Jessie Czebotar @
@Czebotarlessie

3:23 AM - Apr 4, 2024 - 6,626 Views

Q1 26
68.8K Followers Q) 53 N

~N

/

7-77-777

— —_  — —

\

968 Following

3

&? 2 )
d b Post

Low Risk & Effect
Repost

f Post
®

Md.Sakib Ali
@iamsakibalil

9:53 PM - Apr 4, 2024 - 220 Views
@) o’
Q2 W

User

2 Following 11 Followers Rumor

2024/12/1 Relibale Learning on Graphs 24



THE HONG KONG

Secure Iearning on graph @UNIVERSITYOFSCIENCEAND

TECHNOLOGY (GUANGZHOU)

« Attackers know about and can edit the graph + Knowledge about attackers

v Add reviews to a product; v Generate attacking samples
v Friend an account; for adversarial training;

v' Create new accounts; v Help humans understand

v Modify account profile. weaknesses of the algorithm.

« Attacking a model

: RL is useful
Attack Poisoning  Evasion Backdoor M|irfr;?§rr15c2|p for graph security
Go Gq
Technique Pt 0 (g s
o ) [ B ron-member O P ( ) < >
Weakness Cannot handle discrete attacking on graphs
oo 0o

2024/12/1 Relibale Learning on Graphs 25



THE HONG KONG

Framewo rk @ UNIVERSITY OF SCIENCE AND

TECHNOLOGY (GUANGZHOU)

ir;a;cigr; _____ T _0_";:"_;2""""1 {,/""s?&e_g_ ______ Action G;/G;  State (Gy, (_}]-_)____z'\_(:t_ign_(;;;,_gj_\\\\l
4 H » @ T v v v I |
Their unc!erlymg - |- 1aoal otevo | G,(? |
strategy is a 3 | > .n3 .m .ns 04O, | |
L3 b I
mlxtu re and 2 i [ ) 2 a+0 il at i I G, [Messages i
unknown to us. Ll ROROROROLON | Ouer 1]
! Attack Trajectories ! ‘\ SG Pair Reward | %o AddEdee |
|\ ] B ————.- 4
[ An Example of Attack Trajectory
Attacking e —— T X ——  ReinforcomentLeaming |
. . | eature Expert Samples
trajectories are g | D pert Samp . |
S35 | <y Precise Sample '
observable gE || Y e— - | Act State s | || imi
° é g ! f(s,a) w Guidance o cuona ate s | Mimic
A - 'y |
Q&8 || pe pa = <4— attacker
8 N 1 Poz Pos Reward Function Bidirectional % f(s,a) ! .
33 ! _ EntIRL Update & | Update : | policy
[ ! MoE Policy r= Z ak(s)Gka(s, a) —» Policy ;. (als) i
! EM k | | |
_______________________________________________________________________________ |
Learn the reward |
— R S
Q | Data Augmentation !
8 | Gate ay “f e'atﬁuz Targeted ¢ TN+ @ @ @ @ i
S ! e1ght O Model <+ —_— . . . ) I
A | Explanation Adversarial Training Simulation Trajectories i
|
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THE HONG KONG
UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Details )

IRL method MaxEntIRL \Y[e]

1 p(a(f) |S(t)? 9) = Zk:l ak(s(t)’ @)p(a(f) |S(t)1 ()k)s
Policy plals) = — exp(ry(s, a)), D@, gy) — _ OPOLI(,a)
T Yaea, exp(0) f(s1),a))’

K

Reward re(s,a) =07 f(s,a) ro(s,a) = Zzil ax(s)0p f(s,a)

ar(s)p (a1s", 6)

@) pG)y _
S; ,e(z)) - K () ®).@) a(i)
Zkzl Oék(Sj )P(aj |Sj y U, )

Akt = P(yjm = 1]af”,

Learning max Y logp(als,d
algorithm 0 Z gplals,6)

s,a EM algorithm:
Latent variables
indicating which
expert generates
which action.

2024/12/1 Relibale Learning on Graphs 27



Experiment results

@ Training IRL

Q- — @ O O Testing resulting attacking 7

Q ©
® o
® O
Table 1: Dataset statistics.

| Weibo  Pheme
Nodes 10,280 2,708
Edges 16,412 4,401
Rumors 1,538 284
Non-rumors 1,849 859
Users 2,440 1,008
Comments 4,453 597

« Evaluation metric

o Increase in rumor
detection error

See “Enhancing Robustness of Graph Neural Networks on
Social Media with Explainable Inverse Reinforcement Learning ”, NeurlPS’24

for more details.
2024/12/1

I

« Trajectory generating methods

@

THE HONG KONG
UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Expert Samples

Inverse RL High-Cost Attack Low-Cost Attack

baselines PRBCD AdRumor Mixture PageRank GC-RWCS Mixture

Expert 4.865 4.877 - 3.000 3.000 -

Weibo  Apprenticeship 1.275 0.788 0.704 0.850 0.763 1.071

T=5  EntIRL 4.650 4.770 4.550 5.000 4.950 4.950

MoE-BiEntIRL 4.989 4.990 4.929 4.860 4.900 4.900

Expert 19.521 19.854 - 5.449 5.160 -

Weibo  Apprenticeship 1.142 3.066 3.945 0.030 0.040 0.020

T=20  EntIRL 19.030 19.749 19.199 19.830 20.000  20.000
\MoE-BiEntIRL ___19.876 19936 19.979 19.970 19.700  18.749]

Expert 4.804 5.947 - 2.991 3.990 -

Pheme Apprenticeship 1.788 3.387 2.619 0.000 0.000 0.000

T=5  EntIRL 0.000 0.018 0.010 0.000 0.062 0.000
|MoE-BiEntIRL 2.205 4.965 4.277 1.488 2.105 1.549|

Relibale Learning on Graphs
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Ta b I e Of C o n te nt LTEB IJFI{FI\I/-iEORIS\II'(I';YKC?FNS%IENCE AND

TECHNOLOGY (GUANGZHOU)

 Uncertainty quantification on graph (NeurlPS'24c¢)
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Uncertainty quantification on graphs

@& THE HONG KONG
“"LWJ UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

« Quantify the uncertainty of graph inference results can be useful.
o Graph inference can be applied to link prediction, node classification, label denoising.

Social Network Modeling
don’trecommend a friend if
the inferred mutual interest
is not confident.

2024/12/1

ser likes product
— v
o
B} ’/ “ User dislikes product

User likes seller

\‘ ‘4“ ~ 7 User dislikes seller
yaul
N 1

Friends

Users Products Sellers

{honest, {high-quality-safe, {non-malware,

fraud} low-quality-safe, malware}
malware}

Fraud Detection!"]
suspicious users or sellers
with high confidence should
be filtered.

Relibale Learning on Graphs

Ooﬂ

Crowdsourcing

ask for human labeling if the
crowdsourcing workers are not
confident in the annotation.

Github
Homepage
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® THE HONG KONG

Uncertainty quantification on graphs (] LAIVERSITY OF SCience ano

TECHNOLOGY (GUANGZHOU)

 Graphical model inference

o Belief Propagation (BP) estimates the posterior probability of a node's classes.
o BP only provides point estimates, failing to capture uncertainty in predictions.

my, (x/ 4
Az (x3)

myy(x,) My (x3)

O=0= . “\Bob
1 o (%) 2 s (%;) 3 My (x5) 2 E
o) 1 / a
5 0 i
0.0 0.2 0.4 0.6 0.8 1.0
Dislike Sport Point-Belief Like Sport

« Why there is uncertainty
o Imagine: the nodes prior is only a sample from a distribution.
o Sampling the priors multiple times can result in different poster distributions.
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® THE HONG KONG

Existing work D s omesis
« Monte Carlo sampling « Propagation of uncertainty
o Pros: Unbiased uncertainty estimates, o Pros: Bayesian |ooint of view with
general, easy to implement rigorous proof, likely to
o Cons: Time-consuming for large-scale o Cons: make assumption about the dist.
graphs, and : form (multi-nomial) and can be biased.

1 3 3 1
1111

" v .
w” «y‘»@
4

/x?!‘ ",.# A Distribution: |a
AV l' /’ /]\ ‘\ Beta(a,P) B

R B D C a+f 1
Uncertainty |

Can we have the best of both worlds?
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® THE HONG KONG

Linear Uncertainty Propagation (LinUProp) (] LAIVERSITY OF SCIENE anD

€p

k: number of classes
N(A): A’s neighbors

@a: initial uncertainty
b,. posterior uncertainty

Uncertainty Dependency Matrices
Hac (L)) = Hac (@) — 1/k |

Hac Posterior uncertainty
1+1
©s . _@C ]bA( ) = €a (initial uncertainty)
o ) (first-order
e } T 2 Har by Propagated
A - TeN(4) uncertainty)
[b _ - +| I I N I"" I N z I’-\l'z b 0 (second-order
A=
Hl e e ATTA Propagated
o o - TEN(A) uncertainty)
€a Z HAT]bT(l) Z Hyrby®

Ten(A) TEN(A)
b @and by @ can be set to er@and e, @, respectively
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THE HONG KONG

Linear Uncertainty Propagation (LinUProp) () UniveesT o scence ano

TECHNOLOGY (GUANGZHOU)

Theoretical properties
« Matrix form:  vec(B) = (I — (¥, + Diag(¥,Q))) - vec(E)

I

T

« Convergence: LinUProp converges < p(T) < 1

* Interpretability: vec(B) = (1+ T + T?+...) - vec(E)

Cwv = Ty vec(E)y + (TQ)U,w vec(E),, + (T3)U,w vec(E)y, + - -

 Bias—variance decomposition: & {(;,,(E) _ Vec(g)vﬂ = (h(ﬁ:) _E [Vec(]g),,,})z +E l(vec(ﬁ)v ~E [vec(B),,,])Q]

N

T T (B;a:s)Q h Var?drnce .
True LinUProp
uncertainty uncertainty
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THE HONG KONG

Experiments @ UNIVERSITY OF SCIENCE AND

TECHNOLOGY (GUANGZHOU)

Toy example graph Inferred uncertainty Correlation(LinUProp, MC)
B(1,9) B(9,1) PCC=0.9084 (p=1.14€-06)

0.30 815 :

Io.zs Circle size: %1,4
o Uncertainty Bound 31 5 .
:: Color: g 12
~ Contribution to 811

' Bolded S10l

B(l,l) 000 0.10 015 020 025 0.30

B(a, B): Prior Beta Distribution with Std. of belief by MC

Parameters @ and 8
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® THE HONG KONG
llm UNIVERSITY OF SCIENCE AND
TECHNOLOGY (GUANGZHOU)

Experiments

Active learning

CO nve rg ence = (a) [100%] [Cora] [100%] [Citeseer]
So6 %
= =
g 0 5 ////f*”—%—‘ ;65
® § 60
E O 4 A/,/'/‘/ii A A & & A & A § -
[}
@ 50 y
003 P—— S S 7 vy .. —©
® ;/t/”' =4t
0.2
z 0 2 4 6 8 40 25
fterations Size of labeling budget  Size of labeling budget
HH ize of labeling budge ize of labeling budge
Scalability ®) B
//‘///
e
» 0.04 — " [100%] [PubMed] [100%] [PolBlogs]
c _—
o AT —e— Cora o o
£0.02 > +— Citeseer g sl
[ v ~ X g0 o |'C
—+— Pubmed X
—<— PolBlogs 8 55 —=— Entropy
0.00 = —— BB '
0 10000 20000 30000 40000 g . LC+BB
Number of Edges s cs
é 40 r . |_c+cso
5 20 40 60 10 20 30 40
Size of labeling budget  Size of labeling budget
2024/12/1
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® THE HONG KONG

Conclusions and future work WUNNERSHYOFSCIENCEAND

TECHNOLOGY (GUANGZHOU)

 Conclusions
o Reliability = {Explainability, Robustness, Confidence, ...}.
o Graphs provide a research avenue with many problems.
o Dependencies make reliability harder to achieved.

* Future work
o LLM and graph foundation model have more obstacles.
o Embodied Al that uses graph required reliability.
o Multi-modality: graph+X

Thank you!
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